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OSIiRIS combines a multi-site Ceph cluster with SDN and
AAA infrastructure enabling scientific researchers to

efficiently access data with federated institution
credentials.

The current OSIRIS deployment spans Michigan State
University, University of Michigan, and Wayne State
University. Indiana University is also a part of OSIRIS
working on SDN network management tools.
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The OSIRIS project goal is enable scientists to collaborate on
data easily and without building their own infrastructure.

We have a wide-range of science stakeholders who have data
collaboration and data analysis challenges to address within,
between and beyond our campuses.

High-energy physics, High-Resolution Ocean Modeling,
Degenerative Diseases, Biostatics and Bioinformatics,
Population Studies, Genomics, Statistical Genetics and Aquatic
Bio-Geochemistry
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UM - 180 OSD

MSU - 240 0SD |
WSU - 180 OSD ) (050

SC16 - 68 OSD oW I

nodes (more every year)

MDS in active-standby
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OSiRIS Data Infrastructure Building Block
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GlobusOnline Data
Transfer Node
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Measurement Node
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PowerEdge R630

Ceph OSD Node (1 to 10 nodes)

Virtualization Node (2 nodes)

PowerEdge R730xd PowerEdge R630

Head node has 384GB of ram, 40
logical processors, 4 NVMe for
journaling, 4x25G NICs and two dual
port SAS HBAs to connect the JBOD
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Libvirt Hypervisor - R630, 256G 1TB SAS
_ ram, 2 x 800G NVMe (md raid1), MD RAID-1
ben 7 4x1TB (hw raid-10), 2x25G NIC
800GB NVMe

Ceph Mon and MDS VMs will be hosted here. Will also
host OMD monitoring, development VMs, and science
domain-specific VMs as required.

PowerVault MD3060e
JBOD holds 60 SAS 6+TB disks

Reality today...
UM-MSU: 2x40GB

WSU: 10GB

Direct links bypassing
campus networks
leveraging Michigan
Lambda Rail (MiLR)




M Ceph Management APIs

_ (REST, direct utils)
OSIRIS Cluster
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Extended user information in
|-+ LDAP - group associations,
user/group access capabilities

Client mount utils
for CephFS tlg into DAP Services
our auth services

OSIRIS - Supercomputing 2016 https://github.com/MI-OSiRIS/aa_services
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We are currently working with ATLAS to enable OSIRIS as
an ‘event service' via S3 gateway.

ATLAS data will be mapped to pools at UM and MSU and
accessed via S3 gateways at those sites (as many as it
takes!). Allocating 500TB usable, hope to use EC pool.

We are also working with an ocean modeling group at UM
which seeks to make data collected by US Navy available
to wider scientific collaboration. About 5TB usable,
CephFS access.
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Questions?




